
 

COVER 
Title of Proposal:  Trustless socio-technical systems for trustworthy critical computing and organizations 
Acronym:  TRUSTLESS 
Abstract: The breakthrough being targeted by the project is the definition and validation of novel socio-technical                
systems paradigms - and related standards, certifications governance model, proof-of-concept and early uptake             
ecosystem - that enable any independent service provider to bring about and sustain unprecedented and               
self-reinforcing levels of trustworthiness, in critical computing systems, or levels of effectiveness, in critical              
organizational systems. Key intuitions are that (a) the trustworthiness of critical computing systems can be reduced                
to that of the accountability and competency of the critical organizational processes involved in its entire lifecycle                 
and operation; and, in turn, that (b) key to assessing and improving the effectiveness of critical organizations is to                   
rely on the trustworthiness in the computing systems used in its governance and operations, and their reframing in                  
essence as permanently constituent organizational processes. 
The current state-of-the-art high-assurance paradigms epitomized by Trusted Computing would be replaced by the              
model of Trustless Computing, in which zero trust is assumed in any actor or feature of an a computing service,                    
except in self-guaranteeing transparent and accountable organizational processes that underlie its operation, lifecycle             
and certification governance, whose quality can be assessed by moderately educated and informed citizens.  
For critical computing systems, it will aim at actual and perceived levels that are today not merely beyond current                   
roadmaps, but overwhelmingly deemed inconceivable or, when rarely deemed conceivable, universally believed to             
be uneconomical or irreconcilable with the needs of state security. Most crucially, it aims to validate novel                 
governance and engineering paradigms that could prove foundational to sufficiently increase the trustworthiness and              
accountability of short and medium-term advanced AI systems in critical societal sectors, arguably the primary               
shapers of the future of humanity. 
 
Terminology: We mean “trustless” in its primary meaning of “untrusting” and “distrustful”, i.e. lacking the need or                 
assumption of trust in anything and anyone, as it is the case in democratic election systems or in highest-grade                   
weapons of mass destruction (WMD) socio-technical safety systems. We refer to all computing devices and systems                
as services, as they always need maintenance, upgrade and other services. When referring to “computing service” we                 
mean an “end-2-end computing service”. The terms “computing” and “IT”, will be used interchangeably for practical                
purposes. Same is valid for “IT trustworthiness” and “IT assurance”. 
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1. SECTION 1: S&T EXCELLENCE 
1.1. Targeted breakthrough, Long-term vision and Objectives 
1.1.1. Breakthrough  
The ever increasing influence of technical systems on humanity since the industrial revolution, has led in the 1960’s                   

to the creation of a new branch of science, the socio-technical science, which reframes our understanding of formal                  
(organizational) and informal (social) collective human systems, including all of humanity, as interdependent human              
and technical systems. In recent decades, such influence has been accelerating due to the explosive advancement and                 
pervasive adoption of computing services, which to-date overwhelmingly mediate, and increasingly shape, all human              
communications and relations. The average western citizen spends half of its waking hours in front of a screen                  
increasingly mediated by connected computing services. Such services also crucially mediate nearly all critical              
organizational communications, outside the family, in their governance and operations. The term “critical” is applied               
here to single organizational or computing components - as well as to entire organizations and end-2-end computing                 
services - whose substantial ineffectiveness in achieving their goals or unexpected behavior would likely result in                
grave harm to the computer user, organization members or other humans. 
The targeted breakthrough is the definition and validation of innovative socio-technical system paradigms and              
certification governance models that will enable an independent organization to achieve far-beyond-state-of-the-art,            
resilient and self-reinforcing levels of trustworthiness of critical computing services and levels of effectiveness of               
critical organizational systems. A key intuition is that the trustworthiness of critical computing systems is best                
measured through a complete and dynamic modeling of the effectiveness of all significant organizational processes               
critically involved in the system’s entire lifecycle and operation. In turn, the effectiveness of all critical organizations                 
today is primarily dependent on the levels of trustworthiness of the computing systems critically involved in the                 
system’s critical operations and governance. Their transition to computing systems - with rare exceptions - has                
gravely reduced their effectiveness in many crucial regards, such as organizational resiliency to external and internal                
attack and manipulation - for all organizations - and overall democratic efficiency and accountability - for                
democratic organizations. 
The main goal of any critical computing service is to maximize the trustworthiness that it will respond to inputs or                    
external actions with expected behaviors. Such systems have vital roles in protecting citizens, states, critical               
infrastructure, and democratic institutions but, over the last decade, an increase in complexity, and extremely active                
sabotage at the lifecycle level, have rendered nearly all commercial and high-assurance computing services used in                
critical human communications, and infrastructures, highly vulnerable to critical malfunction or attacks by state and               
non-state actors in highly-scalable, mis-attributable and often undetectable ways . 1

Furthermore, by understanding critical organizational processes is their evolutionary constituent nature, the project             
aims to cognitively reframe the life-cycle and operation of both critical organization and critical computing systems                
as complex computing-based ever-constituent socio-technical systems. In the process of validation of the             
breakthrough, the project will create new Trustless Computing paradigms, certification requirements, certification            
body, an initial compliant service and critical IT technology set, and a post-project open consortium and ecosystem. 
1.1.2. Long Term Vision 

Key to the long term vision of the targeted breakthrough - and its ability to realize a resilient short-to-long term                     
actionable path towards an explosive potential to grow and expand in other domains - is a Binding MOU                  
(Memorandum of Understanding) Agreement , formally approved by all participants, which includes the Preliminary             2

Paradigms and ensures, among other things: complete verifiability, open licensing, and very-low long-term overall              
IP royalties of all critical SW/HW components; high-level of protection from any patent claims; forbids participation                
of participants to a go-to-market of overall results outside post-project consortium, bound by resulting certification               
body. Here follows our short-to-long term vision; in Section 2.1 we detail how the breakthrough will warrant them. 

In the short term, of an initial compliant computing service (CivicIT) with about ten thousands of client device                   
units (CivicPods), and related onion routing and server infrastructure, will be marketed by the post-project               
consortium. It will leverage unprecedented and constitutionally-meaningful levels of trustworthiness, as well a its              
portability and usability, to respond to a huge market gap for meaningful levels of assurance in a preliminary set of                    
selected fields, among which, government-related end-2-end computing,. It will contribute to restoring the digital              
sovereignty of the EU’s institutions, citizens and Members States. It will reposition the EU in the exploitation of the                   
value chain of emerging high-assurance IT sectors, as supplementary to the market for leading commercial devices. 

In the medium term, its low costs and open ecosystem will enable independent parties to increase the assurance,                   

1  See expert analysis of Snowden revelations and critical vulnerabilities;  
2 A PDF copy of the MOU is at http://bit.ly/1MvLRlC; 
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reduce the cost and improve the User Experience (UX) of the resulting platform, and well as to create derivatives for                    
more diverse and progressively more complex domains, such as banking trust services, sensitive business              
communications, wide-consumer market, and/or state security and defense sectors. It’all also fill a huge market gap                
in the security for narrow AI (artificial intelligence) applications (e.g.robots, drones, self-driving cars, data mining). 
The CivicPod form factor and usability, combined with its very low cost at scale, will enable wide-market business                  
and consumer deployments with an enhanced user experience. The inclusion of resiliency and availability will               
enable the offering of a unique proposition for mission military communication systems and critical infrastructures. 

In the long term, derivative of the results will spur ever more trustworthy IT systems in ever more numerous                    
domains and wide market applications. Even more crucially, it is hoped that the results will provide a sufficiently                  
trustworthy low-level computing base, standard and a governance model for large democratically-accountable            
advanced narrow and strong AI projects, in critical sectors for the economy and society, to substantially increase                 
their safety, robustness and “value alignment”. 
1.1.3. Objectives 
Objective O1: To develop a deeper understanding of societal pressures, inadequate paradigms and 
approaches that have resulted in insufficiently trustworthy standards for critical computing systems and 
ineffective critical organizational systems 
Analyze and develop a clear understanding of leading high-assurance IT guidelines, certifications and verification              
processes; legal and liability frameworks; and major markets economic, legal, media and political pressures. Collect               
best practices that may be inspirational, or constraining, to the Paradigms definition (O.2). 
Objective O2: To define the Trustless Paradigms, and probabilistic behavioral modeling concepts and 
software tools, that can achieve and measure the targeted computing assurance and organizational 
effectiveness goals 
Acknowledging that perfect assurance is impossible, nonetheless we will define and validate TRUSTLESS Binding 
Paradigms, i.e. high-level certification guidelines, which will guide the definition of the detailed Certification 
Requirements (or “Requirements”) for a computing service, in operation and lifecycle, which can sustainably ensure 
“constitutionally-meaningful” levels of trustworthiness of confidentiality, integrity, authentication and 
non-repudiability; and substantial levels of usability, low-cost and resilient open ecosystem, for wide market uptake. 
Scope: By constitutionally-meaningful levels of trustworthiness, we mean levels that are sufficiently high to make 
the use by a citizen, in ordinary text and voice human communication scenarios, rationally compatible with the full 
Internet-connected exercise of the citizen’s core civil rights, except for voting in governmental elections. In more 
concrete terms, this project will define an end-2-end computing service that will deserve confidence that an 
extremely skilled attacker – willing to perform continuous or pervasive compromisation – would incur costs and 
risks that would exceed the following levels: (1) for the compromisation of the lifecycle, tens of millions of euros, 
and significant discoverability (albeit with unlikely actual liability), for high-value IT systems life-cycle, through 
legal and illegal subversion of all kinds, including economic pressures; or (2) for compromisation of a single user, 
tens of thousands of euros, and a significant discoverability, such as those associated with abuse through on-site, 
proximity-based user surveillance, or non-scalable remote endpoint techniques, such as the NSA’s TAO program. 
Paradigms: The Initial Paradigms (WP1) will bind final certification Initial Requirements (WP2) that will be               
required in their Final versions for compliance of providers (Trustless Provider, or CivicProvider in the pilot), the                 
Certification Body and the participants in the post-project consortium, Trustless Computing Group. The             
Requirements will inform the Specifications of the compliant CivicIT service, which will designed, developed,              
tested and subject to pilot. Paradigms, Requirements and Specification will each be constituted of Technical,               
Socio-technical and Organization parts. Here is a Synthesis of the Preliminary Paradigms, describing what is               
required of a certified Provider and Service: 
1. Undergoes continuous certification by an extremely technically-proficient, thorough and 

user-accountable independent standard/certification body, and highly efficient nonetheless. 
2. assumes that extremely-skilled attackers are willing to devote even tens of millions of Euros to compromise 

the supply chain or lifecycle, through legal and illegal subversion of all kinds, including economic pressures. 
3. provides extremely user-accountable and technically-proficient oversight of all hardware, software and 

organizational processes critically involved in the entire lifecycle. Critical hereafter shall be referred to 
hardware, software or procedures whose possible vulnerabilities can NOT be protected against, through 
proven OS, SoC and/or CPU level isolation/ compartmentation techniques. 

4. provides extreme levels of auditing intensity and (ethical) quality relative to system complexity, for all 
critical components; and includes only publicly verifiable components, and strongly minimizes use of 
non-Free/Open-source software and firmware. 

5. includes only open innovations with clear and low long-term royalties (<X% of end-user cost) from patent 
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and licensing fees, to prevent undue intellectual property right holders’ pressures, lock-ins, patent vetoes and 
ensure low-cost; 

6. includes only highly-redundant hardware and/or software cryptosystems, whose protocols, algorithms and 
implementations are either open, long-standing, extensively-verified and endorsed, and with significant and 
“scalable” post-quantum resistance levels. 

Objective O3: To define an innovative evolutionary governance model of a Certification Body that can 
achieve and sustain extremely high and resilient levels of both technical proficiency and citizens 
accountability amidst great external pressures to influence the process.  
Define innovative statutes, socio-technical systems, regulation and processes for the Certification Body to achieve              
such an objective. Key to its success will be the definition of innovative forms of deliberative polling™ that are: (a)                    
resilient to grave external pressures, (b) adapted to the use of extremely trustworthy IT tool like CivicIT, (c) capable                   
of enabling informed citizen participants to hold the Certification Body accountable amidst very high technical               
complexities of the issues being deliberated. 
Objective O4: To define the socio-technical Certification Requirements with levels of comprehensiveness, 
depth and intrinsic resilience that can achieve a sufficient level of confidence about the compliance of a given 
service provider and its computing service 
Starting from the Initial Paradigms (T1.2), the unique and interdisciplinary skills of technical advisors and               
participants will be to translate them into much more detailed and measurable set of requirements for the Provider.                  
Key will be the development of probabilistic behavioral modeling of all humans and computing devices critical                
involved, and conceptual scheme of a software tool to can handle the complexity to continuously assess the                 
trustworthiness level of a computing service; leveraging the expertise of OMC team in software to model                
socio-technical system (STS-tool.eu) and reconfigurable high-assurance IT networks (pSHIELD and nSHIELD). 
Objective O5: To design, build, assemble and pilot test the technical and socio-technical components of a 
computing service, CivicIT, run by the a CivicProvider that is compliant with the Requirements within 
budget and temporal constraints.  
The objective will be to research, revise, extend and build the technical, socio-technical and organizational               
Preliminary CivicIT Service Architecture described below, in order to comply with the Requirements, as well as to                 
enable at least very basic text and voice functions, and have form factor, performance and UX suitable for                  
wide-market adaptations for many diverse high and highest assurance domains. 

O5.1 - SERVICE ARCHITECTURE 
Core to the CivicIT technical Architecture will be a dedicated 2-2.5mm-thin touch-screen handheld device              
(CivicPod) either attached to the back of any user's mobile phone via a dedicated external case (or “inserted” inside                   
the internal case of a custom-built smartphone's, or CivicPhone, sharing its battery, outside scope of this project).                 
Each CivicPod user will optionally receive, at cost, a paired cheap TV-connected Wi-Fi-enabled HDMI-Dongle              
(CivicDongle), to create a network of thousands of onion routing nodes that provide beyond-state-of-the-art              
metadata privacy. User authentication will technically rely on a dedicated non-RF (radio frequency) and non-MCU               
(microcontroller unit) smart-card CivicPod-embedded chip (CivicID), and a RF-enabled “bank-card sized”           
smart-card (CivicCard)  that provides 2nd factor authentication while the card is in the user’s wallet.  
The same extremely-minimized HW&SW computing base will run all CivicDevices (Pod, Server, Dongle) and              
CivicRoom locks, to drastically reduce costs. The CivicPod also embeds a back-facing external smart-card reader,               
which - through an alternative smartphone hard case that adds a 0.7mm slot between the CivicPod and the hosting                   
smartphone - enables the reading of non-RF enabled CivicCards, as well as mainstream smart-cards, for lower levels                 
of assurance. The same extremely-minimized HW&SW computing base will be share by over 90% by all                
CivicDevices and CivicRoom locks, to drastically overall costs reduce the costs of end-2-end assurance. 

 
CivicDevices will be assembled, verified, flashed, and transferred to their users in a dedicated custom-built               
street-facing lab (CivicLab) that will contain a server room (CivicRoom) where any privacy-sensitive services must               
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be hosted on dedicated servers (CivicServers). Fabrication and design phases of all critical hardware components               
will be subject to oversight processes (CivicFab) that aim to substantially exceed in end-user-trustworthiness those               
of even of NSA Trusted Foundry Program, at substantially lower costs (Section 4.1.4.8). All CivicRoom accesses                
and CivicFab oversight will involve extreme safeguards, including on-site offline approval or oversight by 5               
random-sampled citizen-witnesses, similar to polling station processes in governmental elections.  

 
O5.2 - CivicPod details 

The CivicPod will integrate, in a single highly-portable highest-assurance device, the capabilities of a display               
smart-card , a security token, an handheld device (such as iPod Touch ), a smart-card reader and a barebones                 3 4

desktop PC. It is 2-2.5mm-thin and ⅔ the width size of an average smartphone. Modern smartphones, at                 
4.75-6.5mm, are getting too thin to handle, creating a new opportunity, as dual-screen mobile devices like                
Yotaphone It features an open, secure CPU processor and SoC, hardware & software RNG, a power connector,                 
micro-HDMI port and 2 Bluetooth ports. Through a dedicated docking station with HDMI-switch, which charges the                
phone and the CivicPod, it is interfaceable to a user’s desktop monitor (via micro-HDMI). It connects via Bluetooth                  
to a certified keyboard w/mouse-pad, for long-form text input. The CivicPod may act as an always-on e-ink second                  
screen (like YotaPhone and similar) peripheral, through e-ink or e-ink/LCD technologies.  
The CivicPod also has a back-facing exposed external smart-card reader which - through an alternative smartphone                
hard case that adds a 0.7mm slot between the CivicPod and the hosting smartphone - enables the user to read non-RF                     
enabled CivicCards (as well as mainstream smart-cards with lower levels of assurance) to support additional use                
cases CivicPod features: (A) Exchange rich text text messaging, with other CivicPod users and eIDAS devices. (B)                 
engage in very basic 1-2-many (blog) communication and many-2-many deliberative discussion spaces, also             
pseudonymous and off-the-record; (C) Securely store passwords and generate time-synchronized one-time           
passwords; (D) Support for multi-personas; (E) Initiate and receive Voip voice calls with other CivicPod user; (F)                 
(possibly) interface and remote control in user-friendly ways the unsecure IC of the CivicDongle for multimedia                
features, by taking advantage of dual camera for finger tracking. 

O5.3 - CivicDongle details 
Onion routing functionality for metadata privacy: Onion Routing (such as TOR) functionality to CivicIT will be                
provided to the CivicPods through the CivicDongles, to protect the privacy of both voice and non-voice                
communication metadata, except location data in some cases. It will be directly or indirectly provided through a                 
large number of entry and exit nodes (at least many hundreds) provided by the CivicDongle. Additional                

3 Example of 0.8mm-thin Display Card by MasterCard and Nagra/Kudelski, here an even more powerful one by Plastc 
4 Such as the iPod Touch, or the Sectra Tiger handheld for high-assurance NATO/EU SECRET device. 
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sophisticated per-user and behavioral traffic analysis countermeasures will be put in place, including: random              
off-setting of server connections between parties to the same IP call; random generated spoofing and decoy                
voice-like and data-like traffic. Such countermeasures will become effective only when the user base is both active                 
and large enough (at least a few thousands of daily users for voice calls), especially if one does not use the existing                      
Tor network. All certified devices will be configured to not keep any logs, including no logs for diagnostics. 
In order to provide the low level base for future consumer functionality, the HMDI TV-Connected CivicDongle                
embeds an additional off-the-shelf unsecure chipset with DVT-B and Android, remotely controlled through the              
CivicPod front-facing low-res dual cameras, in unique and extremely intuitive “TV-screen touch control from the               
sofa” ways, to access any horizontally-placed mobile-formatted Web Site/App or mobile app or website/app.  

O5.4 - Details of CivicRoom and CivicLab 
The CivicRoom is the hosting room that keep copies of the latest software source code of device, firmware and tools,                    
as well as host all privacy-sensitive server-side data services, such as those including - whenever the provider                 
chooses to - the storage or manipulation in unencrypted form of user’s personal data or encryption keys, for key                   
recovery purposes or other service purposes. It will deploy extreme technical and socio-technical safeguards for               
hosting room access management, and deploy novel organizational procedures that will leverage citizen-witness             
processes, similar to those used at polling stations during governmental elections, to ensure that no undetected or                 
unauthorized modification is applied to the data, source code or critical hardware inside. (Section 4.1.1.4) 
Objective O6: To jumpstart an highly open, profitable and resilient ecosystem for CivicIT to lay the basis for 
a solid and rapid expansion of TRUSTLESS impacts through binding terms for the post-project Consortium 
that can best sustain over time the targeted level of ethical and economic resilience  
This objective is key to achieve the Long Term vision, and it requires primarily careful definition of Initial and the                    
Final Paradigms, as they related to the preliminary consortium binding terms, already agreed by the participants                
through the approved MOU (1.1.2) 
Objective O7: To measure success in the actual and perceived trustworthiness of the TRUSTLESS 
Paradigms, and the compliant service platform CivicIT  
Innovative research methods are needed, before and during the pilot, such as involvement of sampled target users, 
informed sampled target users and ordinary citizens (through deliberative polling(™) or similar means), sampled IT 
experts, red teams of “ethical crackers”. The intensity and quality of the crowdsourcing of IT security communities 
will also need to be measured. 

1.2. Relation to the work programme  
TRUSTLESS is an interdisciplinary project that will exploit and exceed the recent technological and 
non-technological progresses in several fields. It is particularly related to the topic“H2020-FETOPEN 
-2014-2015-RIA: FET-Open research projects” of Horizon 2020 programme: the proposal addresses a completely 
new, original solution enabling possibilities that are far beyond the state of the art and currently not anticipated by 
known technology roadmaps, targeting scientifically ambitious and technologically concrete and foundational 
breakthroughs. TRUSTLESS relates, to some extents, to further topics, pertaining to other programmes, such as the 
ICT and the Security Society ones, having strictly related scopes, such as: (1) the “ICT 32 – 2014: Cybersecurity, 
Trustworthy ICT” of the ICT programme, considering his focus on security aspects; (2) DS-2-2014: Access Control 
of the Security Society programme - the work program states “Security includes granting access only to the people 
that are entitled to it”: access control is exactly one of the scopes of the project; (3) DS-4-2015: Information driven 
Cyber Security Management of the Security Society programme -  TRUSTLESS will provide an effective and secure 
solution for enabling organization to manage the information flow from internal and external sources through 
mobile phones. 

1.3. Novelty, level of ambition and foundational character 
Novelty and foundational nature: Although the modeling of collective human systems and human psychology has               
been established as a technique in IT assurance and socio-technical IT assurance analysis, it is very far from                  
effectively modeling all significant probabilistic human, organizational and computing behaviors through all            
significant incentives and constraints. Tackling such high-risk objectives is a novelty. Most importantly, to date,               
such modeling has been restricted to the IT operational (fruition) phase without significantly covering the lifecycle                
of IT technologies, including the supply-chain, fabrication and standard setting governance. The current model,              
epitomized by the Trusted Computing Group, has resulted in unwarranted trust being placed in dozens of different                 
suppliers of IT components, their personnel, subcontractors and internal IT systems, and in gravely incomplete,               
self-referential and shallow standards certifications (Common criteria, ISO, EU Secret, etc.) which contradict             
state-of-the-art high-assurance IT guidelines (NATO Aep-67, US Defense Science Board, etc.). In our breakthrough,              
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current model would be replaced with the model of Trustless Computing , in which zero trust is assumed in anyone                   5

or anything in both operations and lifecycle of an end-2-end computing service, except in self-guaranteeing               
transparent and accountable organizational processes that underlie the operation, lifecycle and certification            
governance, whose quality can be assessed by reasonably-educated citizens of democratic countries. 
Ambitions: For computing systems, TRUSTLESS aims to substantially exceed the state-of-the-art in reducing the              
likelihood of critical malfunction or vulnerability to malicious actions (as defined in O.2). For critical organizations,                
TRUSTLESS aims to enable any willing organization to provide to other organization, or self-provide, a governance                
model and computing systems for basic communications, which will turn the computing systems critically involved               
in its operations and governance from a serious internal problem and threat, to a powerful instrument to increase its                   
overall effectiveness. It aims to enable in fact radically higher levels of assurance of confidentiality, authenticity,                
non-repudiability and integrity of communications among members, governance leaders; opportunities for increased            
accountability and value alignment of elected or appointed leaders’ towards their constituents; reliable transparency              
of critical organizational data towards its constituency; resilience to attacks on its informational assets. 

1.4. Research methods 
   The success of the project will be measured by the level of actual and perceived trustworthiness of the resulting 
pilot of the CivicIT service and certification body, by sampled ordinary citizens, secure computing experts and 
high-value target users; as well as extreme levels of paid, volunteer and bounty-based auditing - before, after and 
during the pilot - by extremely competent and expectedly non-malicious experts and ethical hackers; applying 
concepts of user-led and lead-user innovation. Independent “red teams” of world-class “ethical crackers”who will 
attempt to compromise the system during the pilot and participate during engineering phases. Iterative methods will 
be applied to continuously improve the Paradigms and Certification Requirements, involving pilot user groups. 
Modeling and Assessment of Requirements: Probabilistic behavioral approaches will be used to create new model 
that includes all incentives and constraints on the humans and machines critically involved in the service, and 
software tools that can enable and facilitate compliance assessment, including oversight CivicFab processes, of the 
lifecycle and operation of a given service. Methods for the Pilot of CivicIT: Three diverse and small sampled testing 
end-user pilot groups will be sampled: 1. ethically recognized high-assurance computing experts; 2. ordinary citizen 
users, and 3. very high-value human targets. Measures of actual levels of trustworthiness will be applied by: (A) an 
formal and partially-automated auditing process synergically integrated into informal public-crowdsourced auditing 
processes; (B) a continued assessment by globally-recognized, ethically-renowned, independent, high-assurance IT 
security experts, including the group of IT assurance experts who will constitute one of the 3 pilot groups. Measures 
of perceived levels of trustworthiness: interviews with 3 pilot groups as well as with 2 more sets of users from the 
same 3 target demographic groups that do not participate in the pilot. The pilots will comply with local privacy laws 
and state secret legislation. Due to the nature of the project, no gendered innovation is foreseen. 

1.5. Interdisciplinary nature 
To achieve and maintain such trustworthiness levels, we will involve leading IT and social scientists to devise                 
radically new ideas and concepts, and extend, merge best-of-breed “zero trust” socio-technical paradigms from              
different fields, by involving world experts in: (a) technical and socio-technical principles of the highest               
trustworthiness, dual-use IT and critical military systems; (b) citizen-witness-based, citizen-jury-based and           
voting-booth organizational procedures from democratic governance, and; (c) organizational constituent processes,           
and statutory architectures aimed at extreme transparency, user/citizen-accountability and technical proficiency. A            
high degree of interdisciplinary interactions will occur throughout in various tasks, to resolve unprecedented              
practical and theoretical challenges that emerge from their joint application IT and organization, such as: hardware                
design (KRY, KUL), hardware fabrication oversight (LFO, OMC), software design (DUT, KER, SCY, KUL),              
citizen-witness processes (OMC, SCY). A multi-gender and multicultural participatory analysis of the perception of              
high-assurance IT solutions will be performed during the requirement analysis phase, to best ensure that the results                 
will be perceived similarly across those demographics. 

2. SECTION 2: IMPACT 
2.1. Expected Impacts 
2.1.1 Main expected impacts: [1] Kick-start an extremely open and resilient ecosystem, certification body, and a                
full SW/HW stack for a end-2-end computing platform, initially focused on basic voice & text communications, with                 
unprecedented and constitutionally-meaningful (O.2) levels of trustworthiness, very low costs and high usability, to              
be used as a seamless supplement to ordinary computing devices. It has a clear short-to-long term actionable path, as                   
detailed in our long term vision (Section 1.1.2); [2] Turn young researchers and emerging SMEs into world leaders                  

5 Similar concepts have been proposed generically in the “Zero Trust approach” and “Trust no-one (TNO)”. 
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of a crucial industry sector by transforming citizen engagement into cutting-edge research. We will go from mostly a                  
public relation exercise into the crucial means to ensure cutting-edge levels of effectiveness, accountability and               
“value alignment” in critical societal computing and organizational systems, by granting a key role in oversight and                 
governance to random-sampled citizens; [3] Inspire new voluntary or mandatory IT assurance standards: The project               
will seek to inspire pioneer regional and national public regulations that mandate or incentivize the adoption of                 
TRUSTLESS or TRUSTLESS-inspired IT, or to influence their procurement for most critical e-services and              
standard-setting processes, and in the priorities of public R&D incentive programs, with far-reaching effects on               
market demand, expanding on current world-class OMC initiatives (Section 4.1.1.7.a and .b) 
2.1.2 Main project means to realize the expected impact: Key to jump starting a fast growing and profitable 
ecosystem, and the realization of its long term vision (Section 1.1.2) is the project’s ability to sustainably achieve 4 
overall goals: [A] IT assurance levels sufficiently beyond state-of-the-art: Our project will surpass state-of-the-art 
solutions by assuming no trusted actors in the lifecycle or operations, by thoroughly dealing with standard setting 
governance, and by providing public verifiability through citizen-witnessed fabrication oversight. NATO AEP-67 
and US Defense Science Board are the highest authorities in military IT systems assurance, explicitly refer to most 
of these principles but - arguably because of  conflicting external and internal objectives of USG public security 
agencies - these are not included in civilian and publicly-known military standards.  Even the highest-assurance level 
of current and planned IT assurance standards - private (GlobalPlatform TEE and TUI, Trusted Computing, 
Common Criteria EAL 5-7, etc.) and public (such as highest national eID standards, ETSI, EU Secret, eIDAS Level 
4 BSI Token,  etc.) - can be rendered remotely and undetectably compromisable by a large number of criminal 
actors, through the hacking, bribing or threatening of just one person (or 2 at most) who play some critical role in its 
lifecycle and supply chain, including the “secure element” ; [B] Low overall costs at small scale: the use of open 6

licensing and the binding cap on IP royalties for all critical techs developed or integrated guarantees very low per 
unit pricing for CivicIT client and server devices. The use of smaller lower-capacity European 200mm foundries, 
such as the participant LFO, will not only enable us to provide levels of independent oversight that are impossible in 
Asian mega fabs, but will also enable us to keep per-unit costs low, even at just a few tens of thousands of devices. 
Preliminary conceptual business plans put the cost per unit of client or server device, including life-cycle and 
operational service, at 380€/unit per 10,000 units, which goes down to 120€/unit per 100,000 units. [C] Extreme 
resiliency of the ecosystem: Our project has to stand against extremely well-funded state agencies that have yearly 
huge budgets, not only to subvert technologies, but also to strategically invest or subcontract companies in order to 
prevent IT solutions from coming to market that are scalably accessible to them.  Our project has formally agreed 7

with all participants on a set of binding terms, which include the Preliminary Paradigms, that enforce open source 
licensing terms, very low, long-term, overall IP royalty commitments, high protection from external patent claims 
through adherence to the Open Invention Network, and a commitment not to participate in any other effort than to 
initially go to market with the overall resulting solution. Even if one or more of our key participants is acquired, or 
pressured economically through profitable contracts, new players will be able to use the technological results to 
improve and go to market. [D] Legal sustainability even in times of a public security crisis, actual or perceived. In 
Section 5 Ethics, we have analyzed the ethical and legal issues of TRUSTLESS and CivicIT.  We have devised a 
detailed explanation of how the project will ensure that future legislative changes will not prevent the 
commercialization or use in civilian or military sectors, while retaining its protection levels for communication civil 
rights as well as the need for lawful access for targeted due legal process investigations. 

2.2. 2Measures to maximise impact 
2.2.1. a) Dissemination and exploitation of results  
The project intends to disseminate its scientific methods, approaches and results to the international research 
community, both private and public stakeholders in Europe and all over the world, through events, publications, 
websites and specific initiatives.Interactive Websites: Highly-engaging project websites or sub-site to the main site 
will be created for the project, during and after the project, which will feature open access, consultation and 
constructive consensus building tools, in order to involve various groups in the amelioration of the results, the 
perception of the scientific and societal value being created, and the democratic and transparent nature of the 
processes. These will support the dissemination of the publication, the results data and support events and initiatives, 
described below. Publications: At least 10 publications will be promoted, during and after the project, to highlight 
and formalize the results and parts of it. All publications will be in open access. Events: Multiple events will be 
created in EU capitals with funding from the project as well as other sources and participants aimed at dissemination, 
acceptance and/or a call to action; including one at kick-off, one after one year, and another one at the end. These 
will be both mixed as well as aimed at academics and domain experts, leading industry representatives, citizens, 

6 www.washingtonpost.com/wp-srv/special/national/black-budget/ 
7https://theintercept.com/2015/03/10/ispy-cia-campaign-steal-apples-secrets/ 
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sampled citizens, digital civil rights NGOs and government agencies. Aims and Initiatives: Events and websites, 
during and after, will be aimed at promoting: (a) the wide adoption and recognition of a post-project Trustless 
Computing Certification Body, to-be-established through the guidelines defined by the project to be more sustainably 
and self-reinforcing competent, ethical and citizen-accountability of the project Certification Body; (b) the 
participation and recognition of a post-project resilient open consortium of companies, NGOs and states, Trustless 
Computing Group, that pursue explosive economic opportunities for its members, offers directly exclusively services 
that comply with the Certification Body, and promotes wider industrial and research activities derived from the 
project that have clear positive societal aims; and (c) constructive remote consensus building, brainstorming and 
workgroup sessions, through a Trustless Computing WorkGroup, aimed at the adoption and contribution to the 
Paradigms principles by governmental agencies (civil rights and public security), civil society, legislative bodies, 
and standard organizations through constructive remote consensus building, brainstorming and workgroup sessions.  
Unique level of concrete involvement of end-users and EU citizens. This is foreseen because: (a) the project will 
be developed using open processes that publicly respond to suggestions and comments from the general public; (b) 
the project will largely be open-licensed and therefore reusable by communities of developers, association of citizens 
that can modify it to create competing services, with or without certification by the Certification Body; (c) the 
guidance and control of the long-term governance of the Certification Body will ultimately accrue in the majority to 
TRUSTLESS services users themselves, and therefore ordinary citizens (T2.3). 
Dissemination for skills and educational training. End-user training will be part of a core result, as each end-user in 
the pilots will undergo  detailed training, not so much focussed on  usability, but on the operational security (OpSec) 
measures to be observed in their use of the CivicPod, to ensure to not inadvertently compromise its assurance. 
Types of data that the project will generate and collect. The project will generate: hardware design; software code; 
organizational statutes and regulations; high-level end-2-end IT technical and socio-technical standards and 
certification requirements; end-user manuals and media. Standards: IP Licensing and Free Software. Free 
Software standards will be used overwhelmingly for software licenses. Free/Open Source Software, while providing 
important civil freedom, does not directly improve the trustworthiness of a software in comparison to that whose 
source code is merely publicly-verifiable without a Non-disclosure Agreement (NDA). On the contrary, at times it 
has constrained viable business models, and therefore reduced resources available for adequate auditing relative to 
complexity. Nonetheless, the project will very strictly mandate Free/Open Source Software and firmware, with few 
exceptions for non-critical parts, because the project intends to promote incentives for open innovation communities, 
volunteer expert auditing and overall ecosystem governance decentralisation, which will in turn substantially 
contribute to actual and perceived IT security, and will promote an ecosystem that is highly resilient to short- and 
long-term change in technological, legislative and societal contexts.Without the participation (paid and not) of the 
world’s best IT security experts and “community”, especially those with high average presumable ethical intentions - 
it would be unlikely that even an unprecedentedly well funded project could have a reasonable expectation of 
preventing successful remote attacks from the numerous and varied entities with access to remote vulnerabilities 
devised, commissioned, acquired, purchased or discovered, to date and in the future, by entities that are extremely 
well-funded and have unprecedented accumulated skill-sets. Standards: reference IT assurance standards. The 
need for a  project like this stems from the grave inadequacy of current IT high-assurance standards and 
certifications. None of them is suitable to enable a high-assurance end-user, even remotely, to sufficiently assess the 
comparative trustworthiness of a complete end-2-end computing service or setup . Nonetheless, compliance with 8

some can ensure a downward compatibility with other devices that can significantly increase a new device’s uptake 
and value to users. CivicIT will comply with eIDAS high-level from the outset. Public verifiability will be required 
of all software and hardware technologies. National mandatory security standards for target e-government services 
will be complied with. An initial deep analysis will review state-of-the-art in socio-technical guidelines (NATO 
AEP-67, US Defense Science Board reports) and certifications (Common Criteria EAL4-5+, FIPS, NATO/EU 
SECRET, eIDAS “high-level”, Global Platform TEE/TUI) for high-assurance critical s, as well as for critical 
organizational systems - such as leading participatory and direct democratic systems, deliberative polling, and 
high-assurance military asset safety. The project is inspired by such guidelines and will follow them - while they 
have been gravely ignored by standards and certifications from the same governments that issued them  - and it will 9

aim to comply with, or be easily made compliant, with those standards, except if it may compromise assurance.  
 8. Access to data for  accessible for verification and re-use. Almost all software will be available under Free 
Software licenses. All SW and critical HW designs will be at least publicly verifiable without NDA. All developed 
hardware will be available to any willing future TRUSTLESS certified provider with licensing fees that do not 
exceed 20% of end-user price, even in their future derivatives, according to the signed Binding MOU Agreement 

8 A recent ENISA report, highlights: “no single, continuous ‘line of standards’ related to cyber security ..”.  
9 Just confront NATO AEP-67 guidelines with highest level FIPS, Common Criteria and NIST standards. 
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with our core critical hardware participant, KRY, that last 4 years after the project.Data curation and preservation. 
The post-project consortium, the project coordinator, and reliable non-profit “open access escrow agents” will each 
preserve copies of all data generated, even of most process data, for safekeeping to provide guarantee, towards 
end-users, and future providers and technology partner, in regard to the licensing obligations of the participants. 
During the project all data will be curated and preserved as per above, except when that may interfere with the 
participants IP rights. Safe strategies against ransomware will be deployed. 
2.2.2. b) Communication activities 
In addition to the activities described above, a set of communication and engagement activities will be aimed at                  
maximizing the engagement of samples of informed citizens, democratic institutions and digital civil rights NGOs.               
Sampled sets of representative citizens and elected governmental officials in a major EU city will be engaged in                  
deliberative polling™ sessions, where they will be able to contribute informed, democratic and specific comments,               
suggestions and opinion on the project, during and after the project’s duration. The overall positive attitudes                
expressed during such sessions will be a measure of successful societal engagement. Ordinary citizens and citizens                
active in social media will be randomly sampled and invited to demonstrations, where their feedback will be                 
recorded. In addition, consulting and suggestions will be open and stimulated from any citizens. Further “traditional”                
communication actions will include publication of white papers and articles to newspapers and non-scientific              
journals; it will be attempted to involve public television broadcasters at the major events organized by the project. 

3. SECTION 3: IMPLEMENTATION  
3.1. Project work plan  
Work will start with a deep interdisciplinary analysis of the state-of-the-art, aims and the Preliminary Paradigms to                 
arrive at an Initial Paradigm (T1.2), and then a Initial Certification Requirements T.1,2,3). Then an Initial                
Specification (W3-5,M6) will be defined, which will serve as guidance during of the development of all technical                 
(WP4-5), socio-technical (WP3) and organizational components (WP2) during M3-M20. During M21-23 a pilot will              
be executed, and during M24 a Final version of the Paradigms, Certification Requirements and the Certification                
Body will be created, and final documentation created for all components.  

3.1.1. TIMELINE - Gantt Chart 

 
3.1.2. WORK-PACKAGES DESCRIPTION 
3.1.3. WP01: TRUSTLESS Binding Paradigms 
Work package number  01 Start Date or Starting Event M1 

 

Work package title TRUSTLESS Binding Paradigms 
 

Participant number 1 2 3 4 5 6 7 
Short name of Participant OMC KUL KRY LFO KER DUT SCY 
Pers/mos per Participant 22 4 2 2 2 1 1 

 

Objectives: Analysis of national Legal, Standards and Liability contexts. Analyse the state-of-the-art and the              
Preliminary Paradigms to produce the Initial, which will inform the Certification Requirements, and then              
develop the Final Paradigms. 

 

 Description of work:  
T1.1 - Analysis of national legal, standards and liability contexts. The policy, standards, liability,              
geopolitical, scientific and technological contexts - present and medium-term - are deeply analyzed in relation               
to the Preliminary Paradigms and CivicIT Specifications, in order to provide a solid basis, reference and input                 
contribute to the depth and effectiveness of T1.2. 
T1.2 - Develop the Paradigms. This task will start with a deep analysis of the TRUSTLESS Paradigms in their                   
Preliminary version, to arrive at an Initial version and related Certification Requirements that will guide all                
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work in following phases of the project. Then, after the a test of each component and pilot of the overall                    
socio-technical prototype, a Final version will be prepared. 

 
Deliverables 
D1.1 - Legal, Standards, Business and Liability Analysis. (OMC, R, PU, M3).  
D1.2 -  Initial Paradigms. (OMC, R, PU, M5).  
D1.3 - Final Paradigms. (OMC, R, PU, M24). 
D1.4 - Probabilistic Behavioral Modeling Paradigms and Software. (OMC, DEM, PU, M23) 

3.1.4. WP02: TRUSTLESS Certification Requirements 
Work package number  02 Start Date or Starting Event M4 

 

Work package title TRUSTLESS Certification Requirements 
 

Participant number 1 2 3 4 5 6 7 
Short name of Participant OMC KUL KRY LFO KER DUT SCY 
Pers/mos per Participant 10 14 4 2 2 1 1 

 

Objectives: Define the Initial and Final TRUSTLESS Certification Requirements, starting by translating in a              
technical, socio-technical and organizational architectures the Initial TRUSTLESS Paradigms. 

 

Description of work:  
T2.1 - Develop Requirements for Technical Components. Develop the Specifications of CivicPod, 
CivicServer, CivicDongle, according to the results of D1.2 
T2.2 - Develop Requirements for Socio-technical: Develop the Specifications of CivicRoom, CivicFab, 
according to the results of D1.2. 
T2.3 - Develop Requirements for Organizational components:  Develop the Specifications of CivicRoom, 
CivicFab, according to the results of D1.2. 

 
Deliverables  
D2.1 - Requirements of CivicDevices (KUL, R, PU, M6). 
D2.2 - Requirements of  CivicFab and CivicRoom. (OMC, R, PU, M6). 
D2.3 - Statutes and regulations of the Certification Body (OMC, R, PU, M6). 
D2.4 - Certification Requirements for CivicProvider (KUL, R, PU, M24). 

3.1.5. WP3: CivicIT Socio-technical Components and the Pilot 
Work package number  3 Start Date or Starting Event M7 

 

Work package title CivicIT Socio-technical Components and the Pilot 
 

Participant number 1 2 3 4 5 6 7 
Short name of Participant OMC KUL KRY LFO KER DUT SCY 
Pers/mos per Participant 13 6 1 43 1 1 2 

 

Objectives: Design and test individually the socio-technical components of CivicIT: (a) CivicLab: lab for the               
assembly of CivicDevices, housing of the CivicRoom, and in-person authentication of users; (b) CivicRoom: a               
hosting room with TRUSTLESS secure equipment and access processes, and (c) CivicFab: a secure oversight               
process to assure no vulnerabilities are inserted in the fabrication process. Pilot of overall CivicIT. 

 

 
Description of work:  
T3.1 - Development of the CivicLab: This task will define and setup in-lab environment and tests that will                  
function as assembly of CivicDevices, authentication and first-time training of first-time users and hosting of               
the CivicRoom. It will create an assembly lab environment where the critical components, non-critical              
components and casing for all CivicDevices are assembled, and then tested. (Section 4.1.1.8 for details) 
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T3.2 - Development of the CivicRoom: This task will define, set up and test, inside the lab environment of                    
the CivicLab, a dedicated hosting (cage) room with a few mini racks for CivicServers that will be managed by                   
CivicProvider staff. (Section 4.1.1.8 for details) 
T3.3 - Development of the CivicFab: This task will define and create a set of verification and oversight                  
processes and equipment that will be applied to the production processes of the all critical production phases of                  
critical hardware components involved in the CivicIT service. These will be set up and tested in a detailed a lab                    
environment (movie studio), which simulates the production of tens of K units in a identified 200mm sub 115                  
nm EU foundry. (Section 4.1.4.5 for details) 
T3.4 - Socio-technical components tests and overall CivicIT pilot. Independent testing, and then during the               
pilot, of CivicLab, CivicRoom and CivicFab. CivicRoom and CivicLab tests involves 10 CivicPod users. Pilot               
of the overall CivicIT service involves 45 people, 15 per each sub-group. (Section 1.4 for details) 

 
Deliverables  
D3.1 - CivicRoom and CivicLab setup and test.(OMC, R, PU, M18) 
D3.2 - CivicIT pilot. (KUL, Dem, PU, M23). 
D3.3 - CivicFab Specifications. (LFO, R, PU, M20)  
D3.4 - CivicFab lab-grade setup and test (LFO, Dem, PU, M23) 

3.1.6. WP04: CivicIT Technical low-level components  
Work package number  04 Start Date or Starting Event M4 

 

Work package title CivicIT Technical low-level components 
 

Participant number 1 2 3 4 5 6 7 
Short name of Participant OMC KUL KRY LFO KER DUT SCY 
Pers/mos per Participant 3 2 55 3 26 1 0 

 

Objectives: Design and test of the CivicDevices by KRY, based on the existing KRY SCuP dual-core CPU and                  
related ICs (“integrated circuits”). Port, harden and compartmentalize the KER micro-kernel. 

 

Description of work: CivicDevices will be designed, starting from the server, by adding security features to                
existing component critical HW components, sourcing other IC parts and harden the firmware of critical ones                
against malicious attacks,  including side-channel attacks, or accidental error. 
T4.1 – CivicDevices FPGA HDKs. Develop the FPGA hardware development kits to enable parallel              
development of software and hardware, minimizing the design cycle; and allow hardware validation of              
modifications in the SCuP CPU before tapeout, lowering the project’s risks. 
T4.2 – CPU & ICs Modifications. Add security features and harden existing ones of the CPU and related                   
KRY and 3rd-party IP-cores. Specifically, the CPU will be hardened to make it less susceptible to side-channel                 
attacks, such as power/EMI analysis, timing analysis and physical tampering. The CPU will be prototyped using                
a structured logic ASIC process. The FPGAs HDKs will be adapted to use the improved SCuP IC developed for                   
testing and validation of the final physical prototypes. Define a cryptographic library to leverage the target                
hardware, peripherals and accelerators, such as TRNGs and finite field units. 
T4.3 – SCuP Firmware improvements. The SCuP CPU internal firmware/bootloader will be improved to              
enable its integration within the microkernel. Specifically, it will allow the microkernel and its applications to                
use the CPU security modules, such as the hardware firewall, encrypted memory controller, cryptographic              
algorithms, and secure boot. 
T4.4 - Port of the L4Re-Base to the Target HW Architecture. This task ports the L4Re system to the target                    
architecture, comprising the L4Re microkernel and user-level infrastructure, as well as hardens it and              
compartmentalizes it. Prior to porting any required tooling needs to be setup. Initially a simulator environment                
will be used until hardware becomes available. Relevant developer documentation will be developed. 
T4.5 - Adaptation of the L4Re System to the Target Platform. Adaptation of L4Re system to the hardware                  
target platform, including stability testing, drivers, hardening and isolation.. 

 
Deliverables:  
D4.1 - FPGA Hardware Development Kits (KRY, OTHER, CO, M12). 
D4.2 - Design of CivicDevices CPU & critical ICs (KRY, OTHER, CO, M16).  
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D4.3-  Design and build CivicDevices for pilot (KRY, OTHER, CO, M18).  
D4.4 - SW crypto infrastructure. (KUL, OTHER, PU, M15).  
D4.5 - L4Re System running on Target HW Architecture (KER, OTHER, PU, M18).  
D4.6 - L4Re System running on Physical Target Platform (KER, OTHER, PU, M24). 

3.1.7. WP05: CivicIT Technical high-level components  
Work package number  05 Start Date or Starting Event M7 

 

Work package title CivicIT Technical high-level components  
 

Participant number 1 2 3 4 5 6 7 
Short name of Participant OMC KUL KRY LFO KER DUT SCY 
Pers/mos per Participant 3 2 2 0 10 45 38 

 

Objectives: Development of the high level software components of CivicDevices from existing FLOSS SW,              
including: Application Programming Environment (APE), P2P/middleware software, and applications, a user           
friendly and intuitive UX interface framework. A smooth integration between SW layers. 

 

Description of work: The work will focus on producing the business logic, applications, UI and UX of the  
CivicDevices in order to ultimately support the CivicPod features. 
T5.1 - Develop P2P, Voice and Middleware SW. This Task provides P2P-based secure voice and text                 
communications. It includes: (A) P2P identity management solution to enable users to establish secure              
end-to-end communication channels; (B) P2P messaging and voice subsystem, for synchronously and            
asynchronously exchanging messages; (C) Tor-based relaying of traffic via CivicDongles to provide location             
privacy and anonymity functionality. A credit mechanism will be used to provide an incentive mechanism.               
Decoy traffic will be used to prevent traffic analysis countermeasures; (D) Integration with a PIR-based               
presence subsystem on the CivicServer to provide privacy-preserving presence services.  
T5.2 - Develop Application Programming Environment. This Task will develop the APE. It shall be               
type-safe, memory-safe, easy to use and have good tooling and community support. Will run on the                
Kernkonzept L4Re, which can run any GNU/Linux application and environment. Identify a programming             
language to be used to safely implement functionalities of the system, able to be run on the SCuP and the                    
runtime system in a performant and efficient manner. Code generation from software models or formal               
descriptions shall also be evaluated (e.g. Artisan). Enable the “Trusted GUI” concept. 
T5.3 - Develop Applications for CivicDevices. Implement, a the applications for the required CivicPod              
features (§1.1.3), through a basic UI and UX. (Section O.5.2 for details).  

 
Deliverables: 
D5.1 - P2P/Middleware SW stack on PC platform. [DUT, OTHER, PU, M12] 
D5.2 - P2P/Middleware SW stack on CivicDevice. [DUT, OTHER, PU, M24] 
D5.3 - Application Programming Environment [SCY, OTHER, PU, M12] 
D5.4 - Applications and UX: [SCY, OTHER, PU, M24] 

 

3.1.8. WP06: Project Management 
Work package number  06 Start Date or Starting Event M1 

 

Work package title Project Management 
 

Participant number 1 2 3 4 5 6 7 
Short name of Participant OMC KUL KRY LFO KER DUT SCY 
Pers/mos per Participant 10 17 3 5 2 4 3 

 

Objectives: Ensure that objectives are reached in a timely and efficient manner. This includes coordination of                
project activities, management of internal and external communication, monitoring of the project work plan in               
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terms of time, results, resources, quality assurance, risks, and costs. Coordination of the project for its scientific,                 
technical, socio-technical and administrative needs, as well as the dissemination and communication activities. 

 
Description of work: 
T6.1 Administrative and financial management: The project coordinator will manage the project activities             
and ensure that they are carried out according to the project plan described in the description of work. A project                    
manual with rules and procedures for collaboration will be developed. The person charged with this task will                 
also produce and distribute the reporting templates, communication standards and will document the progress              
of the project and resources spent for every reporting period, and manage relation with EU Commission. 
T6.2 Quality and risk management: The project coordinator will monitor the activities of the project and will                 
continuously identify and analyse potentials risks. The coordinator will develop risk mitigation strategies,             
contingency plans and ultimately ensure the correct and timely delivery of results.  
T6.3 Dissemination and Communication: The project leader will lead dissemination and communication in             
coordination with KUL, and develop plan (M3), including setting up and maintaining websites, writing a               
brochure, publication of results in scientific conferences and journals, participating in conferences and fairs,              
and engaging with the public and relevant stakeholders through various communication channels. (§2.2.a) 
T6.4 Communication and Scientific Coordination: The project leader will ensure effective communication            
between participants and the boards. This task will manage internal and external communication such as the                
kick-off event, review meetings, general meetings, etc. 

 

Deliverables 
D6.1 - Project Manual (KUL, R, PU,M1). 
D6.2 - Project Website (OMC, DEC, PU, M3). 
D6.3 - Dissemination and communication activities plan (OMC, DEC, PU, M24). 
D6.4 - Project Periodic report (KUL, R, PU, M12). 
D6.5 - Project Final Report (KUL, R, PU, M24). 

3.2. Table 3.1b:  List of work packages 
 

Work 
Package 

No 
Work Package Title 

Lead 
Particip
ant No 

Lead 
Participant 
Short Name 

Perso
n-Mo
nths 

Start 
Mont

h 

End 
Month 

WP1 Socio-technical Paradigms  1 OMC  29 M1 M24 
WP2 Socio-technical Specifications 2 KUL 34 M4 M24 
WP3 Socio-technical Components 1 OMC  67 M7 M23 
WP4 Low-level HW&SW 3 KER 71 M4 M20 
WP5 High-level SW 4 SCY 101 M4 M24 
WP6 Project Management 2 KUL 44 M1 M24 

3.3. Table 3.1.c:List of Deliverables 
 

Delivera
ble # 

Deliverable name Work 
package 
number 

Short 
name 
of lead 
partici
pant 

Type Disse
mina
tion 
level 

Deliv
ery 
date 

  

D1.1 Legal, Standards, Business and Liability Analysis.  WP1 OMC R PU M2 
D1.2 Initial Paradigms WP1 OMC R PU M5 
D1.3 Final Paradigms WP1 OMC R PU M24 
D1.4 Probabilistic Behavioral Modeling Paradigms & SW WP1 OMC DEM PU M23 
D2.1 Requirements of CivicDevices WP2 OMC R PU M6 
D2.2 Requirements of CivicRoom and CivicLab WP2 OMC R PU M6 
D2.3 Statutes and regulations of Certification Body WP2 OMC R PU M6 
D2.4 Certification Requirements for CivicProvider WP2 KUL R PU M24 
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D3.1 CivicRoom and CivicLab setup and test WP3 OMC R PU M18 
D3.2 CivicIT overall pilot WP3 OMC Dem PU M23 
D3.3 CivicFab Specifications WP3 LFO R PU M20 
D3.4 CivicFab lab-grade setup and test  WP3 LFO Dem PU M23 
D4.1 FPGA Hardware Development Kits (HDKs)  WP4 KRY OTHER CO M12 
D4.2 Design of CivicDevices CPU & critical ICs WP4 KRY OTHER CO M16 
D4.3 Design and build CivicDevices for Pilot WP4 KRY OTHER CO M18 
D4.4 SW crypto infrastructure WP4 KUL OTHER PU M15 
D4.5 L4Re Systems running on Target HW Architecture WP4 KER OTHER PU M18 
D4.6 L4Re System running on Physical Target Platform  WP4 KER OTHER PU M24 
D5.1 P2P/Middleware SW stack on PC platform WP5 DUT OTHER PU M12 
D5.2 P2P/Middleware SW stack on CivicDevice WP5 DUT OTHER PU M24 
D5.3 Application Programming Environment  WP5 SCYTL OTHER PU M12 
D5.4 Applications and UX WP5 SCYTL OTHER PU M24 
D6.1 Project Manual  WP6 KUL R PU M1 
D6.2 Project Website  WP6 OMC DEC PU M3 
D6.3 Dissemination and communication activities plan  WP6 OMC DEC PU M24 
D6.4 Project Periodic report  WP6 KUL R PU M12 
D6.5 Project Final report WP6 KUL R PU M24 

3.4. 2Management and risk assessment  
Management structure: Scientific Board: Will provide scientific, technical and ethical guidance of the project. It               
will be a constituent seed of, act on behalf of and determinant of the nature of the post-project Certification Body.                    
Technical Board: Will provide scientific and technical advisory in specific domains. Participants’ Committee: It will               
composed of: 2 members from the Scientific Board; 1 member from the Technical Board; one member per each                  
participant. Project leader: Meetings and conferences will be the main vehicle for enabling communication among               
partners. Will be responsible for providing the communication strategy and infrastructure. The consortium will meet               
every 6 months. The post will be held by the Exec. Dir. of OMC. Project coordinator: Will be the contact point                     
between the project and the European Commission and will handle administrative management, project planning,              
operation (e.g., coordination of financial work) and control (e.g., scientific work quality assurance) in cooperation               
with other project governance bodies, and the European Commission. It will manage Management, Innovation              
Management, Internal, Technical and financial reporting.. Work Package Leaders: a WP leader work package and be                
responsible for coordination, execution and quality assurance.  
Risks and Mitigations: The project has significant risks, listed in Table 3.2b. The Consortium is prepared to resolve                  
conflicts, including ones due to external pressures, to compromise the ecosystem, through (a) negotiation or               
replacement of the participant on the basis of the Binding MOU Agreement; (b) preventive mitigation of potential                 
for malevolent use (§5.1). Contingency plans will be effectuated according to the decision structure outlined above,                
in an effort to keep the decision making level as close to the problem or conflict as possible. There are two kinds of                       
contingency plans: major changes may be imposed from above by the Participants’ Committee; and minor changes                
to the work plan may be proposed by Work Package Leaders and integrated into the work plan by the Committee,                    
according to the project’s change management strategy.  

3.5. Table 3.2a: List of milestones  
Milestone 
number 

Milestone name Related work 
package(s) 

Estimated date  Means of 
verification 

MS1 Specifications WP2 M6 Document 
MS2 Technical  WP3-4-5 M15 tests 
MS3 Socio-technical  WP3 M18 pilots 

3.6. Table 3.2b: Critical risks for implementation 
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Description of risk Work package(s) 
involved 

Proposed risk-mitigation measures 

Cost/effort higher than planned WP1 reduce features, drop voice 
Solution not as secure as expected WP4-5 reduce features, increase iterations 
Solution not perceived as secure as 

expected 
WP1 increase citizen or user-accountability measures 

Participant unwilling to be bound by 
Preliminary Paradigms MOU 

WP6 negotiate or replace Participant according to 
signed MOU  

A partner is leaving the project or is 
unable to perform assigned tasks 

ALL consortium has many other partners very 
interested in being substitutes 

New researches obsolete some ideas or 
findings of the project 

ALL monitor evolutions in relevant fields, to merge 
or exploit them 

3.7.3  Consortium as a whole  
The consortium consists of 2 academic, 1 non-profit research center and 3 industrial partners (one SME), located in                  
four EU-member states and one non-EU member state: Germany, Belgium, Netherlands, Italy, and Brazil. 
The participants have been selected according to their scientific excellence; very high expertise in technical or                
socio-technical systems for the highest trustworthiness in each area of the entire lifecycle of an end-2-end IT service                  
and device (standardization, HW and SW design, to fabrication oversight, organizational processes, cryptology, and              
more); a complementary coverage of all relevant areas. But the most crucial and difficult requirement has been the                  
capability and willingness to share, extensively co-edit, and formally acknowledge or sign the terms in Preliminary                
Paradigms. Any partial gaps in participants’ high levels of expertise will be covered by OMC interdisciplinary                
personnel and the highly-operational scientific and technical boards. Much interaction among participants will             
happen in WP1-3, which will set the guidelines for the more specialized work of other WPs. The Brazilian partner                   
Kryptus brings globally-unique expertise in open IP and secure general-purpose CPUs and ICs (Section 4.1.3) 

3.8.4  Resources to be committed  
Mainly man-hours, but there are substantial unavoidable costs for CivicFab, CivicDevices and CivicRoom/CivicLab. 
3.8.1. Table 3.4a: Summary of staff effort  

 WP1 WP2 WP3 WP4 WP5 WP6 Total Person/Months per Participant 
OMC  12 10 13 3 2 10 50 
SCY 1 1 2 0 40 3 47 
KRY 2 4 1 39 2 3 51 
KER 2 2 1 26 10 2 43 
LFO 2 2 43 0 0 5 52 
KUL 4 14 6 2 2 17 45 
DUT 6 1 1 1 45 4 58 
Totals 29 34 67 71 101 44  

3.8.2. Table 3.4b: ‘Other direct cost items (travel, equipment, other goods and         
services, large research infrastructure) 

KRY Cost (€) Justification 
 

Large research 
infrastructure 

€601,300 Costs of equipment and third party licenses for the development of all ICs             
needed for the prototype CivicDevices (Section 4.1.3.8 for details) 

 

LFO Cost (€) Justification 
Other Goods 
and Services 

€245,000 Costs for CivicFab: Lab rental 30,000 €; mockups 15,000 €; CivicFab oversight            
equip. & SW 150,000 €; Source material 50,000 € (Section 4.1.4.8) 

 

KUL Cost (€) Justification 
Other Goods 
and Services 

€160,000 Socio-technical IT privacy, business and dissemination consulting by GUF,         
Goethe University (Section 4.2.b) 

 

OMC Cost (€) Justification 
Travel €68,000 Travel of world-class scientific and technical boards, working through OMC 

Equipment €65,000 Equipment and lab rental for CivicRoom and CivicLab (Section 4.1.1.8) 
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SECTION 4: Members of the consortium  

4.1. Participants (applicants) 
1. (OMC) OPEN MEDIA CLUSTER (Italy). Project Coordinator. OMC is an emerging Rome-based 

research and innovation center focused on R&D, international standards and geo-located tech clusters in the 
area of leading-edge privacy- and security-enhancing technologies for the civilian and dual-use, for 
wide-market deployment, and next-generation open Web standards. 

2. (KUL) KU LEUVEN. (Belgium) Research group COSIC (Computer Security and Industrial Cryptography) 
of the Dept. of Electrical Engineering-ESAT ept. Led by Prof. Bart Preneel, the COSIC research group 
provides world-leading expertise in digital security and strives for innovative security solutions. Their 
research is applied in a broad range of application domains, such as electronic payments, communications, 
identity cards, e-voting, protection of e-documents, intelligent home appliances, telematics for the 
automobile industry and trusted systems.  

3. (KRY) KRYPTUS (Brazil) Kryptus is a Brazilian company with unique global capabilities in secure 
hardware design and system integration. It designed the 400,000 voting machines of Brazil, fighter to fighter 
communications systems, and the Hardware Security Module (HSM) of the core Root CA of the main 
Brazilian PKI. It developed the first secure general-purpose CPU microprocessor in the Southern 
Hemisphere, the SCuP, which uniquely provides open and verifiable designs and FLOSS microcode. Runs at 
100-300Mhz. It is at the core of CivicIT HW architecture.  

4. (LFO) LFOUNDRY (Italy) Lfoundry is a leading EU-located and EU-owned foundry with a 200mm plant, 
with over 1700 staff, 110nm-capable, and with capacity of 40,000 wafers per month. The only independent 
and economically-viable EU foundry with in the 60nm and 160nm capabilities, suitable for high-assurance 
low-performance general-purpose end-user computing. Historical expertise in high-assurance critical 
hardware components production. EAL5+ certification for smart cards production is in progress. 

5. (KER) KERNKONZEPT (Germany). Developers of leading high-assurance L4Re microkernel and 
runtime environments for critical application that is released under a Free/Open Source Software license and 
has been audited for over 8 years. 

6. (DUT) TU DELFT (Netherlands) Delft University of Technology (http://www.tudelft.nl/) is the oldest, 
largest and most comprehensive technical university in the Netherlands. With over 19,000 students and 
2,500 scientists (including 400 professors), it is an establishment of both national importance and significant 
international standing. The PDS group of TU Delft has a 15-year history in designing, implementing, 
deploying and analysing P2P systems. It has created the BitTorrent-based P2P client Tribler that has many 
added functionalities such as support for video on demand and live streaming, channels, information 
dissemination protocols, and a reputation system. 

7. (SCY) SCYTL Secure Electronic Voting S.A.  (Spain) Global leader in e-voting and high-assurance 
remote deliberations technologies. It is focused on providing electoral modernization solutions with the 
highest security levels in the market. Scytl cryptographic measures rely on more than 40 international 
patents which contribute to ensuring the privacy and integrity of sensitive electoral information.  

4.1.1 - (OMC) Open Media Cluster 
1. Short Description: OMC is an emerging Rome-based research and innovation center focused on R&D,              

international standards and geo-located tech clusters in the area of leading-edge privacy- and             
security-enhancing technologies for the civilian and dual-use, for wide-market deployment, and           
next-generation open Web standards. 

2. Role in the project: Analyze and develop the core paradigms through its world-class expertise in both                
high-assurance IT and relevant social and political science. It leads the Scientific management of the project. 

3. Relevant capabilities: Has long-time expertise in both high-assurance IT services in critical societal             
scenarios (e-participation) and in the design of highly accountable and democratic organizations and             
organizational constituent processes. 

4. Full Description: OMC was conceived and established in 2011 as core innovation engine of the Open                
Media Park, a 47,000 sq.mts. media/ICT technology Park, with construction in Rome, Italy, planned to start                
in late 2017. Has attracted over 13 world-class, leading educational, research and private-sector partners to               
co-invest or localize in such a tech park. Its media tech park activities have attracted a large consensus by                   
stakeholders, major Italian communication operators, politicians, environmental associations, both of the           
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technical and economic varieties, as shown by the participation in the Open Media Forum in June 2012. Its                  
activities over the last 2 years have revolved around the User Verified Social Telematics project through a                 
set of public and private funds grant proposals aimed at the development of a profitable ecosystem and an                  
international standards around the creation of the world’s most user-trustworthy, general-purpose computing            
service platform. In addition to a large number of UVST/TRUSTLESS partners, which agreed to participate               
in selected R&D proposals, a number of world-recognized scientists and technical experts in relevant areas               
have joined as advisors and/or consultants in its OMC UVST/TRUSTLESS Technical and Scientific Boards. 

5. List of people involved: 
a. UVST/TRUSTLESS Scientific Board: Provides scientific and technical guidance and participates in           

governance. It will be the seed of the future Certification Body. Each member will contribute at least                 
20 man-days and 3 in-person working meetings lasting 2 days. Its members are all low-intensity               
advisors or consultants (“natural persons working under a direct contract”) to OMC, and part of its                
UVST/TRUSTLESS Permanent Scientific Board. They have for the most part committed to            
performing their work for over 40% at project locations. 

i. Bart Preneel, PhD. World renowned cryptology expert and researcher. President          
(2008-2013) of the International Association for Cryptologic Research , which organizes          10

the leading EU crypto conference Eurocrypt. Project manager of the Network of Excellence             
ECRYPT II (Cryptology) (2008-2013), of ECRYPT-NET (2015-2019) and ECRYPT CSA          
(2015-2017). Member of the Advisory Board of multiple projects, companies and           
organizations. Winner of the 2014 RSA Security Award for Excellence in the Field of              
Mathematics. 

ii. Paolo Giorgini, PhD. Univ. Trento, world-renowned expert in socio-technical system trust.           
Co-author of Socio-technical Trust: An Architectural Approach (pdf) and the founder of the             
Socio-Technical Security (STS) methodology, a social and organizational approach to          
security engineering. STS extends and builds on his previous work on security requirements             
engineering that recently has been awarded as the ten years most influential paper             
(http://disi.unitn.it/~pgiorgio/papers/RE05-a.pdf). He is co-author of the forthcoming MIT        
Press book: Security Requirements Engineering--Designing Secure Socio-Technical       
systems.  

iii. Kai Rannenberg, Head of the Chair of Mobile Business and Multilateral Security. He holds              
the Deutsche Telekom Chair for Mobile Business & Multilateral Security. Member of the             
NIS Platform for Individual Rights AoI; Member of the Permanent Stakeholder Group of             
ENISA. Before that he was with the System Security Group at Microsoft Research             
Cambridge, UK focusing on “Personal Security Devices & Privacy Technologies“ 

iv. Jovan Golic, PhD. World-renowned cryptographer. He is currently the Privacy, Security and            
Trust Action Line Leader of one of 6 action lines of the 3BN€ EIT ICT Labs, set to bring                   
leading close-to-market innovations to market through 8 specialized territorial nodes          
throughout the EU. 

v. Roberto Gallo, PhD. Chief Scientist & Ceo at Kryptus. He developed: (i) the hardware              
security architecture of the Brazilian voting machines (T-DRE, Urna Eletrônica), with more            
than 400,000 devices manufactured, (ii) the development of the ASI-HSM, the HSM of the              
Brazilian PKI-root CA and the sole device with the highest Brazilian certification level             
(NSF2-NSH3, FIPS 140-2 Level 4 compatible), (iii) the first Secure Microprocessor of the             
Southern Hemisphere, the SCuP. 

vi. Mika Lauhde. VP, Government Relations and Business Development, SSH Communication          
Security. Leads for SSH its initiative for a secure mobile OS with Jolla OS . Member of                11

ENISA (European Network and Information Security Agency) PSG (2009 - ). Management            
Member of Leuven University European Crypto Task Force (2014-). EU ENISA - Europol             
working group (2014-) Member of Finnish Government Cyber Security working group           
(2013 - ). Member of EU Commission NIS (Network and Information Security) platform             
(2013 - ). Founding Member and Board Member of TDL (Trust In Digital Life) (2010 -                
2013). Part of the European Cyber Security Strategy plan 2013. Member of EU government              
security advisory board (RISEPTIS, reporting to then-Commissioner Reding), (2007-2009).  

10http://www.iacr.org/ 
11 http://www.computerworld.com.au/article/569307/finnish-companies-join-forces-build-secure-os-smartphones-tablets/ 
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vii. Rufo Guerreschi, Exec. Dir. of the Open Media Cluster. He is a long-time active promoter               
of world-wide democracy and civil freedoms through the use of ICT technologies. Has             
invented and promoted the components of the TRUSTLESS concept since the year 2000 in              
various capacities: (2000-2001) Was a full-time activist in the global democratization NGO            
World Citizen Foundation, participating in various conferences and wrote R&D grant           
proposals to enable global democratic constituent processes via ICT; (2002-2006) Led and            
invested over 800K€ of his own funds in ParTecs - Participatory Technologies to develop              
and commercialize in 3 continents Free/Open Source software for remote e-democracy for            
transnational political and social orgs; (2007-2011) Founded and led the Telematics           
Freedom Foundation, which continued PartTecs and started conceiving the concept of           
CivicRoom. A real-life-size “mock-up” prototype of the CivicRoom, with citizen witness           
based access process, were demonstrated in 2007 in Rome (2008-today); Has been CEO of              
Open Media Park and District project, a leading 150M€ 47,000sq.mts. media tech park for              
open Web and privacy IT in Rome. TRUSTLESS/UVST was conceived with OMC as a              
R&D project large enough to create a niche of global competitiveness to drive the industrial               
dynamics and financial feasibility of such a tech park; (2011-2015) Leads the Open Media              
Cluster, which he founded. 

viii. James S. Fishkin. He holds the Janet M. Peck Chair in International Communication at              
Stanford University where he is Professor of Communication, Professor of Political Science            
(by courtesy) and Director of the Center for Deliberative Democracy. His work focuses on              
deliberative democracy and democratic theory in books such as When the People Speak             
(2009), Deliberation Day (2004 with Bruce Ackerman) and Democracy and Deliberation           
(1991). He originated Deliberative Polling as a method of public consultation in 1988. He              
began to apply it in collaboration with Robert C. Luskin in 1994 and has since spread it,                 
various collaborators, to projects in 23 countries. For more on Deliberative Polling see             
cdd.stanford.edu. He has been a Guggenheim Fellow, a Fellow of the Center for Advanced              
Study in the Behavioral Sciences at Stanford and a Fellow of the American Academy of               
Arts and Sciences. 

ix. Daniele Archibugi. Daniele Archibugi is a Research Director at the Italian National            
Research Council (CNR) in Rome, affiliated at the Institute on Population and Social Policy              
(IRPPS), and Professor of Innovation, Governance and Public Policy at the University of             
London, Birkbeck College, School of Business, Economics and Informatics. He is a world             
renowned expert in global governance and constituent processes towards accountable global           
institutions. He works on the economics and policy of innovation and technological change             
and on the political theory of international relations. He has graduated in Economics at the               
University of Rome “La Sapienza” with Federico Caffè and he taken his D.Phil. at the               
SPRU, University of Sussex working with Chris Freeman and Keith Pavitt. 

b. (UVST/TRUSTLESS Technical Board: Provides scientific and technical advisory in specific          
domains. Each will contribute at least 5 man-days. Its members are all low-intensity advisors or               
consultants (“natural persons working under a direct contract”) to OMC. They for the most part have                
committed to performing their work for over 40% at project locations. 

i. Jon Shamah. Principal Consultant at EJ Consultants and Chairman of EEMA. A recognised             
international digital Identity & Trust Subject Matter Expert, specialising in maximising the            
technology and operational value chain of very large scale Trust programmes. Former            
co-chair of ITU-T SG17 JCA IDM. 

ii. Christian Schunck, PhD. He obtained his Ph.D. from the Massachusetts Institute of            
Technology in 2008. Subsequently Dr. Schunck worked for The Boston Consulting GmbH            
in Munich, Germany as a consultant specializing in risk management. In 2011 he joined              
Fondazione Inuit focusing on research and development in the area of IT risk and security in                
particular identity management and the validation of distributed electronic transactions. Dr.           
Schunck published more than 30 papers which have received more than 4500 citations and              
coordinated the business and regulatory work package of the SSEDIC (Scoping the Single             
European Digital Identity Community) thematic network. 

iii. Stefano Zacchiroli. Associate Professor of Computer Science at University Paris Diderot,           
former 3 times Debian Project Leader (lastly in 2010-2013), Board Director at Open Source              
Initiative (OSI). Debian established the Debian Social Contract, a statute regulating the            
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Debian community that had a great role in making it to date the GNU Linux distribution of                 
reference in the GNU/Linux world. 

iv. Bobby Fishkin is founder of Reframe It, a technology based company in San Francisco              
specializing in deliberation, public consultation and annotation. Among other projects          
Bobby co-lead a consultation of the technology community via Reframe It in collaboration             
with TechCrunch, the Knight Foundation, Silicon Valley Community Foundation on          
immigration issues. Bobby has presented results from deliberations internationally,         
including at the Global Citizen Foundation in Geneva, at the European Association of Wind              
Energy Producers, at Tedx Hayward and the 4th Annual Summit on Public Consultation and              
Engagement in Toronto. He graduated from Yale in 2007 Magna Cum Laude in Philosophy. 

v. Pierluigi Paganini CISO at Bit4D leading Italian ID tech provider. Member of ENISA             
stakeholder Group. Editor at Securityaffairs.co, formerly with ST-Microelectronics. 

vi. Alice Siu is the Deputy Director of the Center for Deliberative Democracy at Stanford              
University. Alice received her PhD from the Department of Communication at Stanford            
University, with focus in political communication, deliberative democracy and public          
opinion. She received her BA degrees in Economics and Public Policy and MA degree in               
Political Science from Stanford University. Her research interests in deliberation include           
what happens inside deliberation, including examining the effects of socio-economic class           
in deliberation, the quality of deliberation, and the quality of arguments in deliberation.  

vii. Giovanni Franza, (Dipl.Ing.SUP) Long-time IT security hacker, activist and professional.          
Since 2011 Technical Director of the Open Media Cluster, and previously at Telematics             
Freedom Foundation. Giovanni Franza, after the first experiences in the field of SIGINT in              
the mid-70s, turned to informatics, dealing with network security, secure embedded           
systems, hardened operating systems on CD / CF, signal processing, combining various            
skills to build complex architectures on different civil projects. Long-time IT security            
hacker, activist and professional. Since 2011 Technical Director of the Open Media Cluster,             
and previously at Telematics Freedom Foundation. Has regularly contributed pro-bono          
many tens of hours to the development of the UVST project since its first inception in 2006. 

6. List of relevant publications: 
a. OMC has devoted over 800 hrs in evolving publicly since 2013 the User Verified Social Telematics                

(UVST) project website, which underlies TRUSTLESS. It includes today over 45 pages of technical,              
socio-technical and business analysis. 

b. From OMC’s blog: 
i. Cyber-libertarianism vs. Rousseau’s Social Contract in cyberspace 

ii. Technological Sovereignty needs new international cybersecurity standards 
iii. Privacy-enhancing hardware and the media problem 
iv. A case for a “Trustless Computing Group” 

c. Rufo Guerreschi’s proposal for democratic constituent processes leading to the creation of 
international constituent process was approved in 2007 by the general assembly of the World 
Federalist Movement, a leading and historical world democratization organization: How to initiate a 
World Constituent Assembly “within the UN”  but independent of UN Security Council veto 
holders’ undemocratic influence. 

7. List of relevant projects: 
a. In 2015, Together with EIT Digital, OMC has organized - with the participation of participants and                

board members, and world sector leaders (EDA, ECSEL, Bruce Schneier, Richard Stallman, EDPS,             
DG-Connect, etc.) - an event called Free and Safe in Cyberspace on Sept 24-25th 2015, to promote                 
the creation of new TRUSTLESS-like independent certification bodies. A similar Brazilian event is             
planned on Oct 16th 

b. In 2014, OMC promoted, with the extensive support by Richard Stallman, the inventor of Free               
Software, a multi-partisan legislative initiative in the Lazio Region of Italy produced in May 2014 a                
legislative proposal by the 2nd largest party, which provides a template for other regional and               
national legislations, including the exact text of our Paradigms at the time. 

c. From 2011 till 2014, OMC played a key role in the development of the Open Media Park and                  
District project, and managed a 150M€ 47,000 sq.mts. media tech park dedicated to open Web and                
privacy IT in Rome.  
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d. Before OMC was established in 2011, its Exec.Dir. Rufo Guerreschi had been working on              
components of the UVST/TRUSTLESS concept since the year 2000 for at least half of his working                
time, with constant advice from Giovanni Franza (since 2005), in various capacities:  

i. In 2000-2001, he was a full-time activist in the global democratization NGO World Citizen              
Foundation, participating to various conferences and writing R&D grant proposals to enable            
global democratic constituent processes via e-democracy and e-participation tools. 

ii. From 2002 to 2006, he led and invested over 800K€ of his own funds in ParTecs –                 
Participatory Technologies to develop and commercialize in 3 continents Free/Open Source           
software for remote e-democracy for transnational political and social orgs. He then founded             
and lead the Telematics Freedom Foundation (2007-2011), which continued PartTecs aims           
and started conceiving in detail the concept of the CivicRoom. A real-life-size prototype of              
the CivicRoom, with citizen witness based access process, were demonstrated in 2007 in             
Rome.  

iii. In 2007, the OMC Exec. Dir. co-wrote statutes and led the Participated Electoral List              
(www.listapartecipata.it) - the “continuous democracy” concept of Stefano Rodotà. It          
devised advanced organizational innovations and socio-technical provisions to guarantee a          
very-high level of transparency, resiliency and democratic efficiency in a temporary           
self-extinguishing organization aimed, through offline and online processes, at presenting an           
“electoral list” to local governmental elections. He was chosen as a candidate for that list, as                
President of the Province of Rome. 

8. (4.1.1.8) - Major infrastructure for the project:3 
the CivicRoom and CivicLab 

a. The CivicRoom. The CivicRoom is an essential infrastructure for the TRUSTLESS project:            
understanding its features and functioning is essential to motivate its costs. The CivicRoom is the               
hosting room that keeps copies of the latest software source code of devices, firmware and tools, as                 
well as hosting all privacy-sensitive, server-side data services, such as those including - whenever a               
provider chooses - the storage or manipulation in unencrypted form of a user’s personal data or                
encryption keys, for key recovery purposes or other service purposes. All CivicDevices will be              
assembled, verified, flashed, and transferred to their users in the CivicLab, a dedicated, custom-built,              
street-facing lab, which contains a server room, the CivicRoom, where all privacy-sensitive services,             
if offered, must be hosted on dedicated servers (the CivicServers). The CivicRoom will use extreme               
technical and socio-technical safeguards for hosting room access management, and deploy novel            
organizational procedures that leverage citizen-witness processes, such as those used at polling            
stations during governmental elections, to ensure that no undetected or unauthorized modification is             
applied to the data, source code or critical hardware inside the CivicRoom. The CivicLab is expected                
to be set-up in Rome, within a 5x7 m^2 facility, with a central positioning near very crowded roads. 

b. CivicRoom Setup: This task will define, set up and test, in a lab environment inside the CivicLab a                  
dedicated hosting (cage) room with a few mini racks for CivicServers that will be managed by                
CivicProvider staff. It will deploy a high-trustworthiness socio-technical setup of 24x7 cameras,            
keyloggers and other sensors, which will record, store and stream on the web any action performed                
in and around it. The space in the server room is such that it can accommodate up to 10 people                    
seated around a single keyboard and monitor, connected through secure KVM Switch to any server               
or other equipment hosted in the racks. There will be procurement and configuration of non-critical               
and critical device components including: off-the-shelf reliable switches, load balancers, sensing           
equipment.  

c. CivicRoom Typical Access Procedures. Whenever access is needed for hardware or software            
admin interventions or other authorized access, in compliance with Certification Body rules, 10             
randomly-selected Jurors will be contacted urgently via email, telephone and Text/SMS, and asked             
to come to the CivicRoom within 1.5 and 2 hours from the call. They will be appointed by asking,                   
every 3 months, 20 randomly selected users to perform a trimonthly “Witness duty”, as in the                
citizens' witness procedures in certain democratic oversight processes in voting booth procedures.            
When they accept, they will be given a token. Each arriving Witness will identify him/herself via                
paper ID cards and through his/her own CivicPod or through special numeric keys for the               
CivicLocks issued when (s)he volunteered. As soon as 5 of them have arrived, access to the                
CivicRoom will be allowed by the additional physical presence of 3 authorized systems             
administrators employed by the CivicProvider to manage the CivicRoom. 
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d. See T3.2 for details of the matching task. See the function of extreme safeguards to prevent                
malevolent use in the Section 5.1 Ethics. 

4.1.2 - (KUL) KU Leuven COSIC 
1. Short Description: Research group COSIC (Computer Security and Industrial Cryptography) of the Dept.             

of Electrical Engineering ESAT; led by Prof. Bart Preneel, President of the International Association for               
Cryptologic Research, arguably the foremost peer-recognized IT security expert in Europe. Provides            
world-leading expertise in digital security and strives for innovative security solutions in a broad range of                
application domains.  

2. Role in the project: KUL will have a crucial role in the project because of its world-class and wide-ranging                   
expertise and experience in the most advanced cryptologic and computer security issues, as well as in                
managing complex EU R&D projects. It will take care of the cryptologic infrastructure and approaches, of                
the project administrative management, and of the project dissemination to the academic public. 

3. Relevant capabilities: 
a. The team has a full range of Electronic Design Automation tools to design ASICs, FPGAs, and                

embedded micro-controller platforms. It also has a state of the art hardware security evaluation lab               
with several high-end oscilloscopes, probes, stepping tables and lasers.  

b. The group has extensive experience with testing, security evaluation, and usability tests in             
collaboration with other labs. 

4. Full Description: The COSIC research group (founded in 1979) provides broad expertise in digital security               
and strives for innovative security solutions. Our research is applied in a broad range of application domains,                 
such as electronic payments, cloud security, Internet of Things, identity cards, e-voting, medical device              
security and trusted systems. Our research focus lies in the design, evaluation and implementation of               
cryptographic algorithms and protocols, the development of security architectures for information and            
communication systems, the building of security mechanisms for embedded systems and the design and              
analysis of privacy preserving systems. The COSIC research group recognizes the importance of networking              
and cooperation. COSIC organizes weekly seminars, summer schools, workshops and international           
conferences. In the past COSIC has hosted big international conferences like EUROCRYPT, FSE, CHES              
and ESORICS. COSIC has participated in more than 40 European research projects through which it gained                
thorough experience in privacy-enhancing technologies, identity management, and design and analysis of            
cryptographic algorithms, protocols and architectures. In six of these EU projects COSIC acted as the               
coordinator. COSIC has been involved in nearly 60 national and regional research projects. COSIC also               
collaborates actively with industry and government for short- and medium-term contract research and             
consulting. COSIC is a member of the Security department of iMinds, an independent multi-disciplinary              
research institute founded by the Flemish government to stimulate ICT innovation in Flanders. COSIC is               
also active in LSEC (Leaders in Security), the Belgian Cyber Security Coalition and B-CENTRE. COSIC               
has currently 5 professors, 5 support staff, and more than 50 researchers. During the last 15 years, COSIC                  
has produced more than 1200 international reviewed publications in journals and at conferences, 13 edited               
books, 10 patents and has graduated 60 PhD students. 

5. List of involved people: 
a. Bart Preneel  (PhD KU Leuven, 1993) (cf. supra)  
b. Ingrid Verbauwhede (PhD KU Leuven, 1991) has more than 25 years of experience with embedded               

security. Her main expertise includes system and architecture design, embedded systems, ASIC and             
FPGA design and design methodologies. She has experience in interdisciplinary research linking            
design for security with novel technologies and circuits at one end, and investigating the              
requirements of novel cryptographic algorithms and software security requirements on secure           
hardware and HW/SW co-design. Her ability to cross the gap between algorithm and protocol              
development and actual implementation in hardware, software and embedded systems has been            
widely recognized. She is a fellow of IEEE and an elected member of the Royal Flemish Academy                 
of Belgium for Science and the Arts. She has lived and worked for more than 10 years in California                   
(Atmel, TCSI, professor at UCLA).  

c. Danny De Cock (PhD KU Leuven, 2011 has almost twenty years of experience in the design and                 
evaluation of identity management systems and their implementation; he has also worked on a broad               
range of applications including Internet of Things, smart card security, e-voting, and car-to-car             
communications. He has extensive experience in reviewing security critical specifications and           
implementations. 
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